IMPROVING SPATIOTEMPORAL CHARACTERIZATION OF COGNITIVE PROCESSES WITH DATA-DRIVEN EEG-fMRI ANALYSIS
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Abstract: To fully understand the cognitive processes occurring in the human brain, high resolution in both spatial and temporal information is needed. Most neuroimaging approaches, however, only possess high accuracy in one of these two domains. Therefore, the multimodal analysis of brain activity is becoming more and more popular among the research community. One of these approaches concerns the integration of simultaneously acquired electroencephalographic (EEG) and functional magnetic resonance imaging (fMRI) data. This combination poses a series of challenges, ranging from recovering data quality to the fusion of two types of data of a completely different nature. In this work, several of these challenges will be addressed, and an overview of different integration approaches is provided.
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Introduction

The synchronized relevant neural firing can be measured with the electroencephalogram (EEG) as event-related potentials (ERP) with high temporal resolution. This neural activity is also accompanied by a regional increase in cerebral blood flow, which can be indirectly measured as a Blood Oxygenation Level Dependant (BOLD) signal with functional Magnetic Resonance Imaging (fMRI). Contrary to EEG, fMRI has high spatial, but very low tempo-
ral resolution. Simultaneous measurement of the two can provide a deeper insight into function and dysfunction of brain dynamics (Ullsperger, 2010) due to the complementary nature of these signals.

In recent years, several integration approaches have been proposed. The earliest proposed methods were EEG-informed fMRI and fMRI-informed EEG analysis. These approaches are asymmetric, meaning that one of the modalities is considered to be prior knowledge to improve the results in the other modality.

Another set of integration approaches does not use one of the modalities as prior knowledge and is thus considered to operate more symmetrically. These approaches are therefore referred to as EEG/fMRI fusion. Popular methods for this purpose are data-driven signal processing techniques, which are already well-established for processing EEG and fMRI separately. The advantage of simultaneous measurements has already been exploited in numerous cognitive neuroscience applications (the overview is provided in Ullsperger, 2010). There is also an increased trend of using integration techniques for medical application. For instance, the integration of EEG and fMRI allows localizing epileptic activity based on spike-triggered fMRI (Benar, 2006).

The goal of this work is to review the necessary preprocessing techniques of the EEG and fMRI data, before the two can be integrated. Further, several integration and fusion techniques are explained and some results are shown to closer depict to the reader the possibilities of such integration.

**EEG-fMRI data**

Illustrations given in this paper come from EEG and fMRI data simultaneously acquired during a simple visual detection task. Quadrant segments of a circular checkerboard were projected from the technical room of the scanner to the plastic screen. They were presented equiprobably, with randomized stimulus-onset asynchronies (SOAs) to each of the four quadrants: upper left (UL), upper right (UR), lower left (LL), and lower right (LR). The subject was instructed to fixate the cross in the middle of the screen and to press a button whenever (s)he detected a checkerboard. The stimuli were presented in four blocks of 100 stimuli and 61 empty events each. The SOA varied randomly from 1 to 2.5 s in 100 ms steps. More details about the presentation paradigm can be found in (Novitskiy, 2011).

**EEG Preprocessing**

**Gradient-artifact removal**

When recorded simultaneously with fMRI, EEG data are highly contaminated with artifacts. Firstly, radio-frequency (RF) and gradient artifacts,
which may have amplitudes 10 to 100 times larger than the EEG signal itself, occur due to switching magnetic fields during fMRI acquisition. These artifacts occupy a broad frequency spectrum, which overlaps with the frequency spectrum of the EEG information. Therefore, it is shown that fourth-order low-pass filtering with a cutoff point as low as 13 Hz cannot suppress imaging artifact in ECG signals and gives considerable ECG signal distortion (Felblinger, 1999). In this context, EEG and ECG signals have a similar spectral content so that similar results would be expected for EEG.

Nevertheless, since this artifact is invariant over time, a subtracting procedure based on an average artifact template (proposed in Allen, (2000)) works reasonably well in most applications. This method consists of two stages. First, an average artifact waveform is calculated over a fixed number of epochs and in the second step, this waveform is subtracted from the EEG for each epoch. Adaptive noise cancelling is then optionally used to attenuate any residual artifact. Fig. 1-a

![Figure 1 – a) Top plot – EEG data segment recorded inside the scanner Gradient artifacts are clearly visible. b) Bottom plot – EEG signal after gradient artifact reduction and low-pass filtering. The only residual artifact is the balistocardiogram artifact](image-url)
shows 5 seconds of the acquired EEG signal inside the magnetic field with
gradients. The same EEG signal segment, after successful gradient artifact revo-
mal and low pass filtering ($30\text{Hz}$), is shown in Fig 1-b. One can observe that the
amplitude of the signal is significantly reduced (from around 2mV down to only
a few micro-volts).

**Ballistocardiogram artifact**

A bigger challenge is posed by the ballistocardiogram (BCG) artifact, produced by cardiac pulse-related movement of the scalp electrodes inside the
magnetic field. This artifact is still visible after the gradient artifact has been
removed (Fig. 1-b). With every heart beat, the electrodes are slightly displaced,
therefore producing the artifact, which follows closely the QRS complex on the
ECG lead. Therefore, measuring ECG inside the magnetic field and detection of
the QRS complex helps with removing this artifact. Not only is the exact cause
of this movement still a matter of investigation, the removal of this artifact is
also a problematic issue, reported in many simultaneous EEG/fMRI studies (e.g.
Debener, 2007). Many methods have already been proposed for this purpose.
However, before the algorithms for BCG artifact reduction can be applied, the
QRS events have to be properly detected.

For this reason, ECG is measured simultaneously with EEG with one
lead, and the method for detecting QRS on this lead can be summarized as fol-
low. The ECG data is first filtered, and then a complex ECG signal is construc-
ted by applying the k-Teager energy operator. In this way a specific frequency
is emphasized. Then, three different thresholds are computed from this complex
signal, and QRS peaks are detected each time the amplitudes exceeds the sum of
these three thresholds. Further details can be found in (Niazy, 2005).

Although this procedure showed high sensitivity and specificity in
Niazy, 2005, in our study the method failed in several datasets, meaning that the
artifacts stayed partly misaligned. One of the shortcomings of this method is
that only the ECG lead is used when generating the template for the alignment.
Instead, since this artifact is also present on the EEG leads, the artifact template
may be created taking more channels into account, therefore enhancing the cor-
relation. The second problem might be the fact that an average template is used
for the correlation and this template is not updated in between the two align-
ment steps.

We, therefore, propose the improved iterative method for the correla-
tion-based alignment (Vanderperren, 2011b), based on the following steps. If
the initial detection is bad (i.e. more than 20% of the QRS are wrongly detec-
ted), the detection step can be performed taking either another electrode, or a set
of additional electrodes. Afterwards, the detection should be checked for mis-
ning R-peaks, and these should be added either automatically (e.g. based on a
mean RR-distance), or manually. Redundant R-peaks also have to be removed. After all this has been done, the correlation-based alignment (including one or more EEG channels) can be performed again to correct the misaligned peaks.

The number of available segments (e.g. 100ms before until 500 ms after the presented stimulus) after thresholding at 50 $\mu$V is significantly better in the case with additional QRS correction compared to the case without ($p$-value of Wilcoxon signed rank test = 0.00001). Also at 100 $\mu$V and 150 $\mu$V there is a significant increase in the number of segments ($p = 0.0001$ and $p = 0.03$ respectively). The regular QRS detection and the detection using our improved method are shown in Fig. 2.

![Figure 2](image.png)

**Figure 2** – a) Five seconds fragment of ECG data with green marks corresponding to detected QRS complexes obtained with regular detection. Half of the detections in this data piece are differently aligned compared to the other half; b) Same ECG fragment with new QRS timings obtained by following the step-by-step correction procedure

**Algorithms for the BCG-artifact removal**

The algorithms for the BCG-artifact removal can be roughly subdivided into two groups. The first group of algorithms is based on the channel-wise artifact template subtraction. The way this artifact template is generated differs
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among different approaches. The first study (Allen, 1998) aimed at constructing a dynamic average artifact template (similar to what has been used for gradient artifact removal). Variations on this average template followed based on median-filtering (Elingson, 2004) and Gaussian weighted averaging (Goldman, 2000). Finally, Optimal Basis Set (OBS) of principal components for the template creation is suggested (Niazy, 2005). This technique relies on the idea that the principal component analysis (PCA) applied to all artifact occurrences in each channel separately makes it possible to capture the temporal variations of the BCG artifact. The resulting averaged ERP over one subject with its standard deviation is shown in Fig. 3 before and after BCG removal. It is apparent that the standard deviation significantly reduces. This is especially obvious during the prestimulus interval (-100 ms – 0 ms), where the baseline is flat after the BCG artifact is removed, whereas the oscillations are visible when the OBS is not performed.

![Figure 3](image.png)

*Figure 3 – Averaged single-subject ERP (white) with its standard deviation (gray) over trials before removing the BCG artifact with the OBS method (left). The average ERP of the same subject after the BCG artifact removal is shown in the right panel.*

The methods from the second group are based on blind source separation (BSS) techniques. Several algorithms can be used for this purpose. The most widely reported blind source separation technique for BCG artifact removal is Independent Component Analysis (ICA) (Srivastava, 2005; Benar, 2006; Mantini, 2007). This method is used to recover underlying sources of the recorded data, assuming that these sources are mutually statistically independent. ICA applied to EEG data contaminated with BCG artifacts can potentially identify both brain- and artifact-related sources, given that they are independent, thereby cleaning up the EEG by removing the artifactual sources.

However, most ICA algorithms assume stationarity of the underlying sources. Since the BCG artifact shows a considerable spatial variation across its occurrence (Vanderperren, 2010), satisfying this assumption can be problematic. For this reason, applying OBS prior to ICA was suggested (Debener, 2005),
instead of applying ICA directly on the EEG data. This approach would combine the strengths of both methods, removing the major part of the artifact with OBS and its residuals with ICA.

In (Vanderperren, 2010), several methodological issues are clarified regarding the different approaches with an extensive validation based on ERPs. Also the advantages of applying ICA after OBS is discussed and compared. Most attention in this work was focussed on task-related measures, including their use on trial-to-trial information. Both OBS and ICA proved to be able to yield equally good results. However, ICA methods needed more parameter tuning, thereby making OBS more robust and easy to use.

**fMRI data**

**Preprocessing:**

When it comes to preprocessing the fMRI data, other difficulties are encountered. Several steps are required from acquisition of the fMRI image, until the data can be fused with ERPs. These steps we review shortly in the following steps.

The acquisition of one complete fMRI volume requires the successive acquisition of a specific number of slices, and the whole volume is acquired in around 2 to 3 seconds. This means that the difference in time when the first slice and the last slice are acquired is in the order of 2 seconds. Therefore, in some studies, the "slice time correction" is applied to compensate for this delay.

After the slice time correction, the "spatial realignment" of the acquired images has to be performed. Although all the necessary measures have been taken to prevent the head motion, displacements up to several millimetres can still occur. This can lead to unwanted changes in some voxels, and therefore this has to be corrected for. What is most commonly used in practice is to select one acquired volume as a reference scan, and to realign all the other volumes to this reference volume.

The corregistration with the anatomical image can also be applied. This step can even be skipped, but it is useful to visualize the brain activations overlaid on the anatomical image. A rigid-body transformation is used for co-registra- tion, including three translations and three rotations along the different axes.

To compare the results obtained in different subjects, it is necessary to map all of their brains into the same space. Usually, all the brains are mapped into a common template space (e.g. the Montreal Neurological Institute (MNI) template). This process of mapping all the brains into the same template is called normalization. The normalization can be applied to either anatomical or functional images.
After all these steps, the functional images are usually spatially smoothed. The smoothing is achieved by convolving the fMRI image by a Gaussian kernel of a specified width. This step is mostly performed to artificially introduce more correlations between the neighbouring voxels, which is important in the following step, where the active voxels are identified through statistical analysis.

**Statistical Analysis**

The aim of the statistical analysis of the fMRI data is to locate the voxels with statistically significant change in oxygen over time, corresponding to the time-course of the presented stimuli. Most commonly, a mass-univariate approach based on a general linear model is used for this purpose.

First, a regressor is made as a stick function, having ones at the time-instants when the stimuli were presented and otherwise zeros. Then, this stick function is convolved with the model of the model of a haemodynamic response function (HRF) to create the model of the BOLD response. This model is then fitted into the GLM, and the T-values are computed. The active voxels are defined as the ones that are significantly different from zero (usually p < 0.05).

**EEG-fMRI fusion**

**Coupling of spontaneous EEG and fMRI activity**

The first EEG-fMRI coupling was examined by correlating the spontaneous changes in the BOLD signal to the changes in power of oscillations in EEG. For example, brain electrical activity in the alpha frequency band fluctuates at the frequency of 8–12 Hz, but the power, or amplitude, of these frequency bands fluctuates at much slower rate, also exhibiting 1/f behavior, and are correlated across large regions of the cortex (Goldman, 2002; Moosmann, 2003; Laufs 2003, 2006).

More recently, Scheeringa (2011a) examined the influence of BOLD responses in respect to the phase and the amplitude of the spontaneous EEG activity in the alpha frequency band. They found that the difference exists between trials with lower in respect to higher alpha amplitude. However, these differences could be explained by the spontaneous BOLD activity, rather than the difference in single-trial responses. On the other hand, they showed that visual stimuli (which are constructed to stimulate early visual areas – V1/V2) arriving at the peak phase of alpha cycle yield a lower BOLD response compared to the ones presented in the trough phase of the cycle.

In another study they constructed the stimulation paradigm known to induce sustained changes in neuronal synchronization across a wide range of...
frequencies (Scheeringa, 2011b). What they showed is that Trial-by-trial BOLD fluctuations correlated positively with trial-by-trial fluctuations in high-EEG gamma power (60–80 Hz) and negatively with alpha and beta power. Additionally, they showed that these correlations independently contributed to explaining BOLD variance. However, it is still an open question whether trial-by-trial fluctuations of task-related BOLD signal correlate with the spontaneous EEG fluctuations, or simply the spontaneous BOLD activity, which is overlapping with the task-induced BOLD activity correlates with the spontaneous EEG fluctuations.

Task-Related EEG-fMRI integration

The idea of making a relationship between (integrating) measured EEG and fMRI signals is supported by the research of Logothetis (2001), who showed in macaque monkeys that the local field potential (LFP) recordings correlate linearly with the BOLD signal. Since then, for integration of the simultaneously recorded EEG and fMRI signals in humans, several approaches have been proposed. Most commonly, the approaches presented can be divided into three different groups.

The first group represents the integration-by-prediction approaches (or EEG-informed fMRI analysis). In this type of analysis, certain features of the single trial ERP components are used as predictors (regressors) for the statistical fMRI analysis. This approach is schematically presented in Fig. 4 (figure borrowed from Debener, 2006). One can use the changes in only one of the ERP components. In Debener (2005) for instance, the amplitude of the N1 component – the minimum of the interval of 15–85 ms is determined, and then the mean of the preceding (-80 ms-0) and succeeding (85–200 ms) positivity windows are subtracted. The computed values are subsequently used as regressors for fMRI analysis. Other studies combined two ERP component features. In (Karch, 2010) it was shown that N2- and P3- based fMRI analysis shows activations in different brain areas, corresponding to different aspects of voluntary selection. In (Novitskiy, 2011), the P1- and N1- based regressors were used to separate the activations of the visual system at the latency of 100–200 ms. Also the combination of three regressors can also be used, like in (Eichele, 2005), where P2- (170ms), N2- (200 ms), and P3- (320ms) based regressors predicted spatially different patterns during auditory oddball task. The features used for regressors in this kind of analysis are usually amplitudes, as mentioned above, but latencies of the certain components can also be used (e.g. Benar, 2007; Warrick, 2009). The main challenge of the integration by prediction approaches is to try to find the feature, upon it is possible to disentangle the trial-by-trial fluctuations of different peaks. This problem is also addressed in (Vanderperren, 2011a).
The second group of EEG-fMRI integration approaches consists in fMRI-informed EEG analysis approaches. In these approaches, the information obtained from the fMRI measurements is used to constrain the equivalent dipole or distributed estimates of the EEG sources. In (Bledowski, 2004) the P300 generators are localized in visual target and distractor processing. Another application is shown in (De Martino, 2011), where relevance vector machines are used to predict single-trial ERP responses from the fMRI measurements.

The obvious drawback of these two groups of approaches is, however, that they force the information from one modality onto another one. Therefore, these approaches cannot be considered full integration approaches, since there is no temporal forward model that will start from both items of information, and fuse them in the sense that it exploits the underlying dynamics of both of them symmetrically.

The third group of integration approaches consists in the joint data-driven analysis of ERP and fMRI maps derived from the response to a particular stimulus. Several methods have already been proposed for this purpose, and they can be based on modelling (as in e.g. Daunizeau, 2007), or blind source separation (BSS) techniques, such as independent component analysis (ICA) or...
canonical correlation analysis (CCA). These methods employ both modalities at the same time, and therefore are usually referred to as EEG/fMRI fusion methods.

An example of model-based approaches is given by Daunizeau, (2007). In that work, a Variational Bayesian learning scheme is exploited to retrieve the common EEG-fMRI information from the joint EEG-fMRI dataset. The model follows the assumption that the temporal and spatial information can be separated. A common spatial profile is extracted, since this profile is introduced as an unknown hierarchical prior on both (EEG and fMRI) markers of cerebral activity. The method is first assessed through simulation data, and thereafter verified in the EEG and fMRI recordings of an epileptic patient, where the intracranial EEG recordings are used for validation.

The CCA-based approach to fusion is presented in (Correa, 2008, 2010). Given the two datasets $X_1$ and $X_2$, CCA tries to find linear combinations $X_1W_1$ and $X_2W_2$ that maximize the pair-wise correlation. In this approach, $X_1$ and $X_2$ are the set of average ERPs and task-related fMRI contrast maps over subjects. In (Correa, 2008) for example, it is shown that using this method the N2 and P3 ERP peaks during the auditory oddball task are related with temporal and motor areas in fMRI. A more general correlation-based method is proposed in (Martinez-Montes, 2004). In that work 3-dimensional EEG (subjects x time x frequency) and fMRI (subjects x time x space) data are used (see also De Vos, 2007). It is shown that alpha-band activity of EEG is closely correlated with the temporal activity of fMRI, thereby activating parieto-occipital complex, thalamus and insula.

Besides the above-mentioned CCA approaches, different ICA approaches have also been proposed. Contrary to the CCA, ICA employs measures of higher order statistics independence, rather than just second-order statistics (correlation). The ICA approaches can be divided into two groups – Parallel and Joint ICA approaches. In parallel ICA approaches the data for both modalities are first preprocessed separately, and then the connections between the modalities are made afterwards. In (Eichele, 2008), after the independent components are extracted, the relations are made based on correlations between trial-to-trial fluctuations in the time domain (Fig. 5). The drawback of this method, however, is that it does not allow any interference between modalities during the decomposition step. Another parallel ICA approach has been proposed in (Lei, 2010). This approach is very similar to the previous one, with the difference that the components are linked in a spatial and temporal model using variational Bayesian techniques. This allows results for one modality to be used as priors for another one (results from ICA decomposition of the EEG modality can be used as priors for fMRI and vice versa). This fact makes this method integration, rather than a data-fusion approach. In (Lei, 2010) the simulation study is provided and the results are discussed.
The parallel approach which imposes constraints during the parallel decomposition is proposed in (Liu, 2007). As in previous cases, this approach also applies the ICA algorithm to the two modalities separately. However, contrary to other Parallel ICA approaches, the correlations between the corresponding mixing vectors of the two modalities are forced during the separate decompositions. Therefore, the connections are made more symmetrically than in the above-mentioned parallel ICA approaches.

Another interesting fusion approach to this problem is called joint independent component analysis (JointICA) (Calhoun, 2006; Mijovic, 2011). JointICA identifies the independent components of both modalities simultaneously, and connects them in an integrated fMRI-ERP result, where each fMRI independent component is associated to an ERP-derived time course. This approach is schematically shown in Fig. 6. The method assumes that the different wave components (peaks) of the ERP and the spatial components in a statistical brain activation map (activation sites) of the same stimulus co-vary. This is either because they are generated in the same brain region or because the BOLD active areas

Figure 5 – Schematic representation of the ParallelICA algorithm, proposed by Eichele, (2008). It is apparent from the picture that the EEG and fMRI data are first preprocessed separately, and the connections are defined only in the last step – regression.
had participatory roles in ERP activity, without necessarily being the source of a particular ERP wave.

![Figure 6 – Schematic representation of the application of the JointICA method to average ERPs and fMRI maps from m subjects. On the left the matrix with the concatenated ERP and fMRI data per subject is shown, which is (after upsampling of the ERPs and normalization) fed into JointICA. On the right some examples of resulting components are presented, each consisting of an ERP and an fMRI part](image)

Fig. 7 shows the performance of the JointICA algorithm performed on data obtained from the described visual detection task. The same visual paradigm was used in (Di Russo, 2003) and the ERP generators are estimated using the dipole modelling procedure. The first occipital component (corresponding to the C1 ERP wave) is expected in the primary visual cortex, around the calcarine sulcus. In that study, the P1 ERP wave is expected to be generated by two areas. One of the components is expected to originate from the fusiform gyrus, generating the early P1 component, and another one in the medial occipital gyrus, generating the late P1 component. The P2 component is generated in the precuneus and cuneus.

Fig. 7 shows that the same findings can be obtained by JointICA. In this way, the path of the visual signal can be shown. Moreover, Fig. 7 shows that the N1 component also covariates with the motor activity (as mentioned before, in this task the subject is requested to press a button), although the ERP data are recorded on the occipital PO8 and Oz electrodes. Therefore, JointICA can be
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viewed as an exploratory tool for exploring brain activity using multimodal measurements, thereby exploiting both high spatial resolution of fMRI and temporal resolution of the EEG measurements.

Figure 7 – Visual path, derived from visual detection task, where the subject was instructed to press a button each time a stimulus appears. The activations are separated using JointICA technique

Conclusion

In conclusion, the simultaneous EEG-fMRI recordings combine two very important markers of brain activity. These recordings also allow for enhancing the spatio-temporal resolution with which the brain activity can be observed. Several integration techniques have already been proposed for this purpose. Some of these techniques are overviewed in this article, together with the necessary preprocessing schemes for each modality. The underlying assumptions for several integration and fusion techniques are explained and discussed. Also the results obtained from these algorithms are described, and the possibilities for applications are illustrated.
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Резиме

ПОДОБРУВАЊЕ НА ПРОСТОРНО-ВРЕМЕНСКАТА КАРАКТЕРИЗАЦИЈА НА КОГНИТИВНИТЕ ПРОЦЕСИ СО EEG-fMRI АНАЛИЗА ВОДЕНА ОД ПОДАТОЦИ
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Апстракт: За комплетно разбиране на когнитивните процеси во човековото мозок, е потребна висока резолуција на податоци и во просторната и во временската димензија. За жал, повеќето неуроимџинг техники се прецизни само во еден од овие два домена. Затоа, мултимодалната анализа на мозочната активност станува се популарна во истражувачката заедница. Еден од овие мултимодални пристани се однесува на интеграцијата на симултани снимки извршени со електроенцефалографија (EEG) и функционална магнетна резонанса (fMRI). Оваа комбинација повлекува со себе серија на проблеми, почнувајќи од качествот на поединечните податоци, па сè до интеграцијата на два типа на податоци со различно потекло. Овој труд се осврнува на неколку од овие проблеми, со преглед на различните пристани за интеграција на податоците.

Ключни зборови: имџинг со магнетна резонанса, електроенцефалографија, функционална магнетна резонанса, мултимодална анализа.
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